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iplab.dmi.unict.it• Located in Catania, Sicily, Italy
• More than 25 people:

• 2 Full Professors;
• 2 Associate Professors;
• 2 Assistant Professors
• 3 Research Fellows;
• 3 Postdocs;
• 16 PhD Students;
• Students and consultants;

• Collaborations with local industries;
• Research interests:

• First Person (Egocentric) Vision;
• Multimedia Security and Forensics;
• Cultural Heritage;
• Social Media Mining;



Antonino Furnari Francesco Ragusa



The slides of this tutorial are available online at:

http://www.antoninofurnari.it/talks/iciap2022

Before we begin…

http://www.antoninofurnari.it/talks/iciap2022


Agenda

Part I: Definitions, motivations, history and research trends [14.00 - 15.45]
• What is first person vision? What is it for?
• What makes it different from third person vision?
• History of First Person Vision: visions, ideas, research, devices;
• Where do we go from here? Research trends, datasets and challenges.

Part II: Building Blocks for First Person Vision Systems [16.15 – 18.00]
• Data Acquisition & Datasets;
• Fundamental Taks in First Person Vision:

• Localization;
• Hand/Object Detection;
• Attention;
• Action/Activities;
• Anticipation

• Conclusion
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Part I
Definitions, Motivations, History, Research Trends and Applications



The Revolution of Personal Computing
After personal computers and smartphones, mixed reality is the third wave of computing

– Marc Pollefeys, Lab Director, Microsoft Mixed Reality and AI Zurich

Personal Computers: computing for the 
mass, but not mobile and not context

aware - dedicated access to computing

Smartphones: mobile computing is
always accessible, but forces to switch 

between the digital and real world

Eyeworn Devices: computing 
everywere with minimal switch 
between real and digital worlds

https://www.microsoft.com/en-us/research/people/mapoll/


What Shall We Expect from Wearable Computers?
Wearable Computers define a world in which the user is central and 

access to computation is simplified and blended in the real world

Wearable Computers are the perfect
interface to build personal assistants
capable of automating computation to
augment our abilities.

Hence, they need to understand where
we are, how the physical world around
us is made, and what are our
objectives.

Vision is fundamental!



An AI-Powered Virtual Assistant

"her" 2013 movie

earbuds

"wearable" camera

https://thenounproject.com/Turkkub/

Vision augmented by
Mediated RealityAudio Feedback

Computing Power On-Board

Sensors: gaze, depth, 
microphone, etc.

Egocentric
Camera

A wearable device which perceives the world from our "egocentric" 
point of view is perfect for implementing a virtual assistant

https://thenounproject.com/Turkkub/


Immagina che



Can’t we just apply standard CV?
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✓ Easy to setup

× Doesn’t always see everything

✓ Content is always relevant

× High variability

✓ Controlled Field of View

× Not really portable

✓ Intrinsically mobile

× Operational contraints

Wearable Camera

Fixed Camera



Features of First Person Vision

• Sees «what the user sees»
• The acquired video always «tells something» about the user;

• Behavior understanding, Embodied perception;

• Naturally mobile
• FPV can be used to build intelligent systems able to assist the 

user and augment their abilities;
• Third wave of personal computing;

• Exposed to huge amounts of personal data
• FPV can be used to build AIs which learn from personal data;

• Can learn to predict the user’s goal.

Virtual Personal Assistant



Takeo Kanade and Martial Herbert. "First-person vision." Proceedings of the IEEE 100.8 (2012): 2442-2453.

“First Person Vision, which senses the environment and the 
subject’s activities from his/her view point, is advantageous for 

understanding the behavior, intent, and environment of a person.”

“All about the user”



Note on Terminology

Term Etymology

First Person Vision (FPV)

Computer Vision for images and videos
acquired from a First Person View, as
opposed to the classic Third Person
View

Egocentric Vision (Ego-Vision)
Computer Vision for visual data «about
me» (from Greek/Latin «ego»=«I»)

Wearable Vision Computer Vision for wearable devices

Different terms have been used to refer to very similar concepts. The most
common ones are as follows:



Bush’s Memex, 1945
“Certainly, progress in photography is not going to stop. […] 
Let us project this trend ahead to a logical, if not inevitable, 

outcome. The camera hound of the future wears on his 
forehead a lump a little larger than a walnut.”

https://www.youtube.com/watch?v=c539cK58ees

https://www.youtube.com/watch?v=c539cK58ees


The Birth of Wearable Computing

In the 80s and 90s Steve Mann (PhD in Media Arts and Sciences at MIT, 1997) invented a number of wearable
computers featuring video capabilities, computing capabilities, and a werable screen for feedback.

http://wearcam.org

http://wearcam.org/


WearCam, Steve Mann, 
1994-1996
• In 1994 Steve Mann invented

the first wearable camera;

• WearCam streamed images to
Mann’s personal page from
1994 to 1996;

http://wearcam.org/previous_experiences/

http://wearcam.org/previous_experiences/


Steve Mann, "Wearable computing: a first step toward personal imaging," in Computer, vol. 30, no. 2, pp. 
25-32, Feb. 1997.



Wearable Computer Vision: The Goal

Clip from movie Termintor 2-Judgment day: https://youtu.be/9MeaaCwBW28
Ref: https://www.redsharknews.com/vr_and_ar/item/3539-terminator-2-vision-the-augmented-reality-standard-for-25-years

https://youtu.be/9MeaaCwBW28
https://www.redsharknews.com/vr_and_ar/item/3539-terminator-2-vision-the-augmented-reality-standard-for-25-years


MIT Media Lab in 1997



DyPERS, 1998
www.nuriaoliver.com/dypers/

Jebara, T., Schiele, B., Oliver, N., & Pentland, A. (1998). DyPERS: Dynamic personal enhanced reality system. In In Proc. 1998
Image Understanding Workshop.

http://www.nuriaoliver.com/dypers/


Wearable Visual Robots, 2002 - 2004
http://people.cs.bris.ac.uk/~wmayol/research/

W.W. Mayol, B. Tordoff and D.W. Murray. Wearable Visual Robots. Selected papers from ISWC00, Personal And Ubiquitous Computing Journal. Springer-Verlag. Volume 6 pp37-48. 2002.
W.W. Mayol, A.J. Davison, B.J. Tordoff, N.D. Molton, and D.W. Murray. Interaction between hand and wearable camera in 2D and 3D environments. Proc. British Machine Vision Conference 2004.

http://people.cs.bris.ac.uk/~wmayol/research/


SLAM and Augmented Reality, 2004-2008
http://people.cs.bris.ac.uk/~wmayol/research/

• W.W. Mayol, A.J. Davison, B.J. Tordoff, N.D. Molton, and D.W. Murray. Interaction between hand and wearable camera in 2D and 3D
environments. Proc. British Machine Vision Conference 2004. London, UK, September. 2004.

• Pished Bunnun, Walterio Mayol-Cuevas, OutlinAR: an assisted interactive model building system with reduced computational effort. 7th IEEE
and ACM International Symposium on Mixed and Augmented Reality. September 2008.

http://people.cs.bris.ac.uk/~wmayol/research/


Place and scene recognition from FPV, 2003
https://www.cs.ubc.ca/~murphyk/Vision/placeRecognition.html

Torralba, A., Murphy, K. P., Freeman, W. T., & Rubin, M. A. (2003). Context-based vision system for place and object recognition. In ICCV 2003

https://www.cs.ubc.ca/~murphyk/Vision/placeRecognition.html


Sixth Sense, 2009
Neck worn camera with a projector and a gesture-based user interface. 

Pattie Maes & Pranav Mistry (MIT) @ TED https://www.ted.com/talks/pattie_maes_demos_the_sixth_sense

«to give people access to information without requiring that the user changes any of their behavior»

https://www.ted.com/talks/pattie_maes_demos_the_sixth_sense


RADIO SILENCERADIO SILENCE



Hardware, 1990s – 2000s

A COMMON HARDWARE
PLATFORM WAS MISSING!



Microsoft SenseCam, 2004

https://www.microsoft.com/en-us/research/project/sensecam/

"A day in Rome"

• SenseCam is a wearable
camera that takes photos
automatically;

• Originally conceived as a
«personal blackbox»
accident recorder;

• Used in the MyLifeBits
project, inspired by Bush’s
Memex;

• Inspired a series of
conferences and many
research papers.

Bell, Gordon, and Jim Gemmell. Your life, uploaded: The digital way to better memory, health, and productivity. Penguin, 2010.

https://www.microsoft.com/en-us/research/project/sensecam/


Research using Microsoft SenseCam
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(health, memory augmentation)
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(lifelogging, place recognition)
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(lifelogging, multimedia retrieval)



Narrative Clip, 2012

http://getnarrative.com/

http://getnarrative.com/


Research Using Narrative Clip
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(lifelogging, face tracking)

2
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1
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(lifelogging, event segmentation)
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(lifelogging, survey)



WHAT ABOUT VIDEO?



GoPro HD Hero, 2010
https://www.youtube.com/watch?v=D4iU-EOJYK8different wearing modalities

head-mounted chest-mounted

wrist-mounted helmet-mounted

https://www.youtube.com/watch?v=D4iU-EOJYK8


Looxcie, 2010

«mobile, connected, hands free, streaming video camera»



Unsupervised Ego-Action Learning, 2011
https://www.youtube.com/watch?v=12CZu4Xlb_U

Kitani, K. M., Okabe, T., Sato, Y., & Sugimoto, A. (2011, June). Fast unsupervised ego-action learning for first-person sports videos. In Computer
Vision and Pattern Recognition (CVPR), 2011 IEEE Conference on (pp. 3241-3248). IEEE.

(unsupervised action recognition, video indexing)

https://www.youtube.com/watch?v=12CZu4Xlb_U


Social Interaction Recognition, 2012
https://player.vimeo.com/video/37507972

Fathi, A., Hodgins, J. K., & Rehg, J. M. (2012, June). Social interactions: A first-person perspective. In Computer Vision and Pattern Recognition
(CVPR), 2012 IEEE Conference on (pp. 1226-1233). IEEE.

(detection and recognition of social interactions)

https://player.vimeo.com/video/37507972


Egocentric Video Summarization, 2013

• Story-Driven Summarization for Egocentric Video. Zheng Lu and Kristen Grauman. Computer Vision and Pattern Recognition (CVPR), 2013
• Discovering Important People and Objects for Egocentric Video Summarization. Yong Jae Lee, Joydeep Ghosh, and Kristen Grauman. CVPR 2012

http://vision.cs.utexas.edu/projects/egocentric/storydriven.html

(egocentric video sumarization)

http://vision.cs.utexas.edu/projects/egocentric/storydriven.html


Temporal Segmentation of Egocentric Video, 2014

(egocentric video indexing)

Poleg, Y., Arora, C., & Peleg, S. (2014). Temporal segmentation of egocentric videos. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (pp. 2537-2544).



Future Localization in Egocentric Video, 2016

Hyun Soo Park, Jyh-Jing Hwang, Yedong Niu, and Jianbo Shi "Egocentric Future Localization" Conference on Computer Vision and

Pattern Recognition (CVPR), 2016,

https://www-users.cs.umn.edu/~hspark/future_loc.html

(future localization, navigation)

https://www-users.cs.umn.edu/~hspark/future_loc.html


Egocentric Location Recognition, 2018
(localization, indexing, context-aware computing)

• A. Furnari, G. M. Farinella, S. Battiato, Recognition of Personal Locations from Egocentric Videos, IEEE Transactions on Human-Machine Systems, 2016.
• A. Furnari, S. Battiato, G. M. Farinella, Personal-Location-Based Temporal Segmentation of Egocentric Video for Lifelogging Applications . Journal of Visual

Communication and Image Representation , 52 , pp. 1-12, 2018.

http://iplab.dmi.unict.it/PersonalLocationSegmentation/

http://iplab.dmi.unict.it/PersonalLocationSegmentation/


Egocentric Action Anticipation, 2020

A. Furnari, G. M. Farinella, Rolling-Unrolling LSTMs for Action Anticipation from First-Person Video. IEEE Transactions 

on Pattern Analysis and Machine Intelligence (PAMI). 2020.

(future predictions)



Gaze Trackers

Gaze is important for First person Vision!

Prototype by Land (1993)

Pupil Eye Tracker (2014)Mobile Eye-XG (2013)

Tobii Pro Glasses 2 (2014)



Gaze & Actions Using Gaze, 2012 - 2015

• Fathi, A., Li, Y., & Rehg, J. M. (2012, October). Learning to recognize daily actions using gaze. In European Conference on Computer Vision (pp. 314-327). Springer, Berlin, Heidelberg.
• Li, Yin, Alireza Fathi, and James M. Rehg. "Learning to predict gaze in egocentric video." Proceedings of the IEEE International Conference on Computer Vision. 2013.
• Li, Y., Ye, Z., & Rehg, J. M. (2015). Delving into egocentric actions. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (pp. 287-295).

(action recognition)

http://ai.stanford.edu/~alireza/GTEA_Gaze_Website/

http://ai.stanford.edu/~alireza/GTEA_Gaze_Website/


You-Do, I-Learn, 2016

https://www.youtube.com/watch?v=vUeRJmwm7DA
Damen, D., Leelasawassuk, T., Haines, O., Calway, A., & Mayol-Cuevas, W. W. (2014, September). You-Do, I-Learn: Discovering Task Relevant Objects and their Modes
of Interaction from Multi-User Egocentric Video. In BMVC (Vol. 2, p. 3).

Learning Mode Assistive Mode

(object usage discovery, assistance)

https://www.youtube.com/watch?v=vUeRJmwm7DA


Gaze Prediction, 2018

Huang, Y., Cai, M., Li, Z., & Sato, Y. (2018). Predicting Gaze in Egocentric Video by Learning Task-dependent Attention Transition. ECCV 2018.

(gaze prediction)



ACTION ANALYSIS

Acquisition devices helped research
however, they moved the focus from action to analysis



Is the Cyborg dream still possible?

wearcam.org/



EyeTap, Steve Mann, 2000s
https://www.youtube.com/watch?v=jSAGHqcVupE

Mann, S., Fung, J., Aimone, C., Sehgal, A., & Chen, D. (2005). Designing EyeTap digital eyeglasses for continuous lifelong capture
and sharing of personal experiences. Alt. Chi, Proc. CHI 2005.

https://www.youtube.com/watch?v=jSAGHqcVupE


Google Glass, 2012

https://www.youtube.com/watch?v=YAXTQL3jPFk

• Google envisioned a 
future in which smart 
glasses replace
smartphones;

• The goal of Google 
Glass was to make 
computation available
to the user when they
need it and get out of 
the way when they
dont.

https://www.youtube.com/watch?v=YAXTQL3jPFk


Brief Timeline of Google Glass (up to 2014)

2009
• Google creates a research lab to work on a prototype of smart glasses. The first prototype looked like a scuba mask

attached to a laptop you carried around with a backpack.

2011
• Early designs to make Google Glass light and portable. The product is there, but there is not clear use for it.

2012
• Google Glass is officially announced to the public with a futuristic video of what it will allow to do (but still doesn’t). 

People love the concept of Google Glass.

2013
• The Glass Explorer program is launched as an early access campain to gain insight into how people would use 

Google Glass.

2014
• Google Glass turns out to be an immature product with no clear use case. Its video recording capabilities raise

serious privacy issued and the product is ridiculized by the media. The launch of a consumer version is suspended.

Reference: https://medium.com/swlh/the-unexpected-rebirth-of-google-glass-96f6060a62f2

https://medium.com/swlh/the-unexpected-rebirth-of-google-glass-96f6060a62f2


The Failure of Google Glass, 2014
https://www.youtube.com/watch?v=ClvI9fZaz6M

Google Glass failed because of the lack of clear use cases + privacy issues.

https://www.youtube.com/watch?v=ClvI9fZaz6M


Consumer Wearable Cameras
SenseCam Vicon Revue Autographer

2004 2010 2013

x x x
2016

2010

x
2014
Looxcie

2012

Google Glass

x
2014

Is this it?

Success Cases



Epson Moverio Smart Glasses with See-Through
Display for Augmented Reality, since 2012 

https://www.epson.co.uk/products/see-through-mobile-viewer/moverio-bt-300

focused application scenarios

https://www.epson.co.uk/products/see-through-mobile-viewer/moverio-bt-300


Vuzix (Since 2012)

https://www.vuzix.com/

https://www.vuzix.com/


OrCam MyEye, since 2015

https://www.orcam.com/

Health, assistive technologies

https://www.orcam.com/


OrCam MyEye, since 2015

https://www.orcam.com/

https://www.orcam.com/


Microsoft HoloLens, since 2016 – HoloLens2 in 2020

https://www.microsoft.com/hololens

Mixed Reality

https://youtu.be/eqFqtAJMtYE

https://www.microsoft.com/hololens
https://youtu.be/eqFqtAJMtYE


Google Glass Enterprise Edition, since 2017

https://www.x.company/glass/

real use cases in industrial scenarios, where privacy is not a issue

https://www.x.company/glass/


Magic Leap, since 2018

https://www.magicleap.com/magic-leap-one

https://www.magicleap.com/magic-leap-one


Magic Leap 2 Announced (March 2022)

Magic Leap 2. The most immersive AR headset for enterprise.



Meta’s Project Aria

https://about.facebook.com/realitylabs/projectaria/

https://about.facebook.com/realitylabs/projectaria/


Facebook Rayban Stories

https://www.ray-ban.com/italy/ray-ban-stories

https://www.ray-ban.com/italy/ray-ban-stories


nreal

https://www.nreal.ai/

https://www.nreal.ai/


Too Many Devices?
towards standardization…



OpenXR

https://www.khronos.org/openxr/

Unified API supported by many AR and VR devices

https://www.khronos.org/openxr/


Snapdragon Spaces

The Snapdragon Spaces XR Developer Platform reduces developer friction
by providing a uniform set of augmented reality features independent of
device manufacturers. This allows developers to seamlessly blend the lines
between our physical and digital realities and transform the world around
us in ways limited only by our imaginations.

https://www.qualcomm.com/products/features/snapdragon-spaces-xr-platform

https://www.qualcomm.com/products/features/snapdragon-spaces-xr-platform


First Person Vision Research – Trends

M. Bolaños, M. Dimiccoli and P. Radeva, "Toward Storytelling From
Visual Lifelogging: An Overview," in IEEE Transactions on Human-
Machine Systems, vol. 47, no. 1, pp. 77-90, Feb. 2017.

Growing number of research papers on 
First Person Vision, expecially with video



Consumer Devices
Narrative Clip

(http://getnarrative.com/)

€ 229

GoPro
(https://shop.gopro.com)

From € 220

Pupil Eye Tracker
(https://pupil-labs.com/store/)

From € 2850

Microsoft HoloLens 2
(https://www.microsoft.com/en-us/hololens/buy)

From $ 3500

Magic Leap
(https://www.magicleap.com/magic-leap-one)

$ 2295 From $1,199

nreal
(https://shop.nreal.ai/cart)

…and more

http://getnarrative.com/
https://shop.gopro.com/
https://pupil-labs.com/store/
https://www.microsoft.com/en-us/hololens/buy
https://www.magicleap.com/magic-leap-one
https://shop.nreal.ai/cart


First Person Vision Research – Conferences

Many conferences/workshops/symposia on wearable computing/first person vision:

Past:

• SenseCam series – 2009, 2010, 2012, 2013;
• Workshop on Lifelogging Tools and Applications

(LTA) – 2016;
• Workshops on Egocentric Vision @ CVPR – 2009,

2012, 2014, 2016

Current:

• International Symposium on Wearable Computers

(ISWC) – yearly since 1997;

• UbiComp/Pervasive/HUC – yearly since 1999;

• ECCV/ICCV Workshop on Assistive Computer Vision

and Robotics (ACVR) – yearly since 2013;

• EPIC@X Workshop Series – yearly since 2016.

• EGO4D Workshops – since 2022.

• Special issues in top journals (e.g., TPAMI);

• Many works on First Person Vision appearing in top

computer vision conferences (CVPR, ICCV, ECCV)

and Journals (TPAMI, TIP, IJCV, PR);



First Person Vision Research – Datasets ( up to 2018)

https://allenai.org/plato/charades/

CMU
(0.2M frames – 2009)

CMU
(0.2M frames – 2009)

http://www.cs.cmu.edu/~espriggs/
cmu-mmac/annotations/

GTEA Gaze+
(0.4M frames – 2012)

GTEA Gaze+
(0.4M frames – 2012)

http://www.cbi.gatech.edu/fpv/

ADL
(1.0M frames – 2012)

ADL
(1.0M frames – 2012)

https://www.csee.umbc.edu/~hpirsiav/
papers/ADLdataset/

Charades-ego
(2.3M frames – 2018)

Charades-ego
(2.3M frames – 2018)

http://www.cbi.gatech.edu/fpv/

EGTEA Gaze+
(2.4M frames – 2018)

EGTEA Gaze+
(2.4M frames – 2018)

http://epic-kitchens.github.io/

EPIC-KITCHENS
(11.5M frames – 2018)

EPIC-KITCHENS
(11.5M frames – 2018)

Source:  https://arxiv.org/abs/1804.02748

https://allenai.org/plato/charades/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cs.cmu.edu/~espriggs/cmu-mmac/annotations/
http://www.cbi.gatech.edu/fpv/
https://www.csee.umbc.edu/~hpirsiav/papers/ADLdataset/
https://www.csee.umbc.edu/~hpirsiav/papers/ADLdataset/
http://www.cbi.gatech.edu/fpv/
http://epic-kitchens.github.io/
https://arxiv.org/abs/1804.02748


EPIC-KITCHENS
TEAM





EPIC-KITCHENS
ANNOTATION

VIDEO 
ACQUISITION

AUDIO 
COMMENTARY

ACTION 
SEGMENTS

SEMANTIC 
PARSING

VERB-NOUN 
REPRESENTATION

CUT ONION

TURN-OFF TAP

DRY CUP

NOVEL 
AUDIO COMMENTARY APPROACH



EPIC-KITCHENS-100

Dima Damen
University of Bristol

Hazel Doughty
University of Bristol

Giovanni M. Farinella
University of Catania

Antonino Furnari
University of Catania

Evangelos Kazakos
University of Bristol

Davide Moltisanti
University of Bristol

Jonathan Munro
University of Bristol

Toby Perrett
University of Bristol

Will Price
University of Bristol

Michael Wray
University of Bristol

Jian Ma
University of Bristol

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/


Bigger…. Better… Denser…

EPIC-KITCHENS-55 EPIC-KITCHENS-100

No. of Hours 55 100 

No. of Kitchens 32 45

No. of Videos 432 700

No. of Action Segments 39,432 89,979

Action Classes 2,747 4,025

Verb Classes 125 97

Noun Classes 331 300

Splits Train/Test Train/Val/Test

No. of Challenges 3 6 (4 new challenges)

https://epic-kitchens.github.io/

https://epic-kitchens.github.io/


2022 EPIC-KITCHENS Challenges (OPEN!)

● Action Recognition

● Action Detection

● Action Anticipation

● Unsupervised Domain Adaptation for Action Recognition

● Multi-Instance Retrieval

https://epic-kitchens.github.io/

• Challenges open for submission!

• The winners will be announced at CVPR 2022!

• Goals: 

• Get the community to focus on specific issues

• Push the state of the art in FPV forward!

https://codalab.lisn.upsaclay.fr/competitions/776#results
https://codalab.lisn.upsaclay.fr/competitions/707#results
https://codalab.lisn.upsaclay.fr/competitions/702#results
https://codalab.lisn.upsaclay.fr/competitions/1241#results
https://codalab.lisn.upsaclay.fr/competitions/617#results
https://epic-kitchens.github.io/


EPIC-KITCHENS – 2019 Challenges Report
Available at https://epic-kitchens.github.io/

Winners of the 2019 edition

https://epic-kitchens.github.io/


EPIC-KITCHENS – 2020 Challenges Report
Available at https://epic-kitchens.github.io/

Winners of the 2020 edition

https://epic-kitchens.github.io/


EPIC-KITCHENS – 2021 Challenges Report
Available at https://epic-kitchens.github.io/

Winners of the 2021 edition

https://epic-kitchens.github.io/




EGO4D – Massive Scale

Animation by Michael Wray - https://www.youtube.com/watch?v=_p78-V2RiKo

https://www.youtube.com/watch?v=_p78-V2RiKo


855 Subjects 74 Locations 9 Countries 3025 Hours 3D Scans Audio Gaze







Four Ego4D Forecasting Challenges

Future Locomotion Movements Future Hands Movements

Two related Position and Trajectory Prediction



Four Ego4D Forecasting Challenges
Two related Object Interaction Anticipation



1st Ego4D Workshop @ CVPR 2022
Held in conjunction with 10th EPIC Workshop

19 and 20 June 2022

http://ego4d-data.org/Workshop/CVPR22/

16 challenges;
Deadline: 1st June;

Winners announced during the workshop.

https://eyewear-computing.org/EPIC_CVPR22
http://ego4d-data.org/Workshop/CVPR22/


Doing research on First Person Vision now is
much easier than in the past!
• Consumer wearable devices;

• Capability to handle huge quantities of data:
• Hardware (CPUs, GPUs);
• Deep Learning;

• Industrial interest:
• Microsoft’s HoloLens2;
• Magic Leap;
• Google Glass Enterprise Edition;
• Meta’s Project Aria;

• Conferences and workshops on FPV;
• + many papers on FPV published in top vision conferences (CVPR, ICCV, ECCV);

• Datasets and standard challenges are available.



Take-Home Messages

• Technological advances allowed the creation of efficient platforms for
First Person Vision;

• First Person Vision has a great potential for focused application
scenarios:

• Assistive Technologies;
• Health;
• Industrial scenarios;

• Big players are moving towards consumer products, with different
hardware platform becoming increasingly available;

• It’s a good moment for First Person Vision research, with technology
advancing and datasets/challenges attracting the interest of the
community.



Question Time



Agenda

Part I: Definitions, motivations, history and research trends [14.00 - 15.45]
• What is first person vision? What is it for?
• What makes it different from third person vision?
• History of First Person Vision: visions, ideas, research, devices;
• Where do we go from here? Research trends, datasets and challenges.

Part II: Building Blocks for First Person Vision Systems [16.15 – 18.00]
• Data Acquisition & Datasets;
• Fundamental Taks in First Person Vision:

• Localization;
• Hand/Object Detection;
• Attention;
• Action/Activities;
• Anticipation

• Conclusion
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